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Behaviors such as sensing an object and then moving your eyes or your hand toward it require that
sensory information be used to help generate a motor command, a process known as a sensorimotor
transformation. Here we review models of sensorimotor transformations that use a flexible interme-
diate representation that relies on basis functions. The use of basis functions as an intermediate is
borrowed from the theory of nonlinear function approximation. We show that this approach
provides a unifying insight into the neural basis of three crucial aspects of sensorimotor transforma-
tions, namely, computation, learning and short-term memory. This mathematical formalism is
consistent with the responses of cortical neurons and provides a fresh perspective on the issue of

frames of reference in spatial representations.

The term ‘sensorimotor transformation’ refers to the process by
which sensory stimuli are converted into motor commands. This
process is crucial to any biological organism or artificial system that
possesses the ability to react to the environment. Accordingly, this
topic has attracted considerable attention in neuroscience as well
as engineering over the last 30 years.

A typical example of such a transformation is reaching with the
hand toward a visual stimulus. In this case, as for most sensorimo-
tor transformations, two issues must be resolved. First, one must
determine the configuration of the arm that will bring the hand to
the spatial location of the visual stimulus (kinematics). The second
problem is specifying and controlling the application of force to
determine the movement trajectory (dynamics)1-2. This review
focuses almost exclusively on kinematics (see Wolpert and Ghahra-
mani, this issue, for models of movement dynamics).

Our goal is to provide an overview of the basis function
approach to sensorimotor transformations. In this approach,
sensory information is recoded into a flexible intermediate rep-
resentation to facilitate the transformation into a motor com-
mand. This has the advantage of explaining how the
same neurons can be engaged in three seemingly distinct aspects
of sensorimotor transformations, namely, computation, learning
and short-term memory. We first review the theory behind rep-
resenting and transforming spatial information using basis func-
tions. Next we describe how these transformations can be
learned using biologically plausible algorithms. Finally, we
explain how to implement short-term spatial memory and
updating of motor plans using these representations. In each
case, we examine the extent to which models relying on basis
functions are consistent with known neurobiology. Remarkably,
all three tasks—computation, learning and short-term memory
of spatial representations—can be efficiently handled using a
neural architecture derived from the basis function approach.
As we will see, a basis function representation is a form of pop-
ulation code, and we argue that the exceptional computational
versatility of basis functions may explain why population codes
are so ubiquitous in the brain.
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Basis functions for sensorimotor transformations
Sensorimotor transformations are often formalized in terms of
coordinate transformations. For instance, to reach for an object
currently in view, the brain must compute the changes in joint
angles of the arm that will bring the hand to the desired spatial loca-
tion. This computation requires combining visual information—the
retinal or eye-centered coordinates of the object—with signals relat-
ed to the posture of body parts, such as the position of the eyes in
the head (eye position), the position of the head with respect to the
trunk (head position) and the starting position of the arm. e refer
to such positional signals as ‘posture signals’. In this way, we can
recast a coordinate transformation as the computation of the value
of a particular function. This function takes visual and postural sig-
nals as input and produces as output the set of changes in joint
angles required to solve the task (for example, bring the hand to
the target). Recasting the coordinate transformation as computing
the value of a function makes it easier to generate and test biologi-
cally inspired models of this aspect of brain function.

We will adopt a vectorial notation for the signals being trans-
formed. V is a vector that encodes an object’s location in eye-cen-
tered space. It has three components, which correspond,
respectively, to the image’s azimuth and elevation on the retina and
the object’s distance from the retina. This is clearly not the form of
the representation used by the brain, but the vector format is not
important at this stage (see below). We use similar notations, P and
J, for the posture signals and the change in joint coordinates. A
coordinate transform can then be written as a function, f(), map-
ping V and P onto J: J =f(V,P).

It is useful to divide all functions into two classes, linear and
nonlinear (Fig. 1). Sensorimotor transformations almost exclu-
sively belong to the second class. The nonlinearity arises from the
geometry of our joints. The change in spatial location of the hand
that results from bending the elbow depends not only on the ampli-
tude of the elbow movement, but also on the state of the shoulder
joint. As a result, a neural network implementation of a sensori-
motor transformation requires at least three layers. There must be
at least one intermediate layer (the so-called ‘hidden layer’) to
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Fig. 1. Linear and nonlinear functions. (a)
The linear function z = 2x + 3y. In general,
a function is linear if it can be written as a
weighted sum of its input variables plus a
constant. All other functions are nonlin-
ear. Linear functions form lines (one vari-
able), planes (two variables, as shown
here) or hyperplanes (more than two
variables). (b) Linear functions can be
implemented in two-layer networks. The
network shown corresponds to the lin-
ear function in (a). (c) The nonlinear C
function z = exp(-(x2 + y2 — 100)%/1000).
Nonlinear functions are not planar and

can form surfaces that can be arbitrarily
complex, such as a circular ridge. (d) A
neural network implementation of the Z
nonlinear function in (c) using Gaussian
basis functions in the intermediate repre-
sentation (Box 1). The basis function
units are organized so as to form a map in
the x-y plane. Right, two representative P
response functions of these basis function

units. The activity of the output unit is

obtained by taking a linear sum of the

basis function units. In this example, the

weights of the blue units onto the output

unit are set to one, whereas all the other
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units have a weight of zero. As a result, the output unit mathematically sums a set of Gaussian functions arranged along a circle in the x-y plane. This leads

to the response function (right), which is similar to the circular ridge in (c).

recode the sensory inputs before they can be transformed into
motor commands (Box 1; Fig. 1d). One of the challenges in com-
putational neuroscience has been to identify intermediate repre-
sentations that are both biologically plausible and computationally
efficient for these nonlinear mappings.

One solution involves using intermediate units that compute
basis functions®-®, because most functions of interest can be approx-
imated using a linear combination of basis functions. The best
known basis set is that used by the Fourier transform: any function
can be expressed as the linear sum of a series of cosine and sine
functions of arbitrary amplitudes and frequencies. Many other func-
tions can be used to form basis sets (Box 1; Fig. 1d).

When applied to sensorimotor transformations, and in partic-
ular to the example of reaching toward a visual target, the idea is
that the reaching motor command J can be obtained by taking a
weighted sum of N basis functions {B;(V,P)}", of the visual and pos-
ture signals, V and P:

1=2 wB; (VP). 0

The set of weights, {w;}", , is specific to the reaching motor com-
mand being computed and, as we will see later, can be determined
using simple learning rules.

Many choices are available for the basis functions. For instance,
one can use the set of all Gaussian functions of VV and P, which are
a subset of a larger family known as radial basis functions (RBF) 3.
The network in Fig. 1d is an example of a radial basis function net-
work in which the variables considered are x and y instead of V and
P. This type of representation is also sometime called a population
code, that is, a code in which the variables are encoded through the
activity of a large population of neurons with overlapping bell-shape
tuning curves. Population codes may be ubiquitous in the nervous
system because they provide basis sets.

An alternative choice for a basis set is the product of a Gauss-
ian function of the eye-centered position of an object (V) and a
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sigmoid function of eye position (P). In an idealized neuron that
performs this calculation (Fig. 2a), the receptive field is eye-cen-
tered, that is, it remains at the same location relative to the fovea
regardless of eye position (Fig. 2b). However, response gain (that
is, its amplitude) changes with eye position.

From a biological point of view, one problem with Eq. 1 is the
format of the input and output vectors. For instance, we used polar
coordinates for vector V, yet no such vector has been explicitly iden-
tified in the cortex. Instead, the visual position of objects is encod-
ed by the activity of a large number of binocular neurons forming
the retinotopic maps in the early visual areas. This does not mean
that we cannot use the basis function framework. \We simply replace
the vector V with a new vector, VA, which has as many components
as there are neurons in the retinotopic map; each component cor-
responds to the activity (for example, firing rate) of one neuron.
Likewise, the vectors P and J can be replaced by the corresponding
neuronal patterns of activities PA and J* (Fig. 2c). Many network
models of sensorimotor transformations rely on such basis func-
tion representations in their intermediate layer-2,

Biological plausibility of the basis function approach
The basis function approach requires that the tuning curves of neu-
rons in intermediate stages of computation provide a basis func-
tion set. A set of functions constitutes a basis set if certain
requirements are met. First, the functions must combine their
inputs, for example, the visual input, V, and the posture signals, P,
nonlinearly and so that they cannot be decomposed into separate
functions of V and functions of P. This rules out linear functions
and functions of the type B;(V,P) = C;,(V) + D;(P). Furthermore,
the functions must be able to fully cover the range of possible input
values®. In other words, there must be units with all possible com-
binations of selectivity for visual and posture signals.

Neurons whose response can be described by a Gaussian func-
tion of retinal location multiplied by a sigmoidal function of eye
position would qualify (Fig. 2a and b)®. Many such gain-
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Box 1. Implementing functions with neural
networks—the basis function approach.

Linear functions can be easily implemented with two-layer
neural networks. For instance, the function z = 2x + 3y requires
only two input units, one output unit and two connections with
weights 2 and 3 (Fig. 1b). Nonlinear functions, on the other
hand, generally require a network with at least one intermedi-
ate layer. Several options are available for the intermediate rep-
resentation but one solution, known as basis functions, is
particularly relevant in the context of sensorimotor transfor-
mations. Basis functions are building blocks that, when com-
bined linearly, can approximate any nonlinear function. For
instance (Fig. 1d), one can use Gaussian functions of x and y as
a basis set. A network containing a large number of these units,
each representing a Gaussian, form a two-dimensional map of
the x—y plane. The activity of the single output unit is deter-
mined by taking a weighted sum of the activity of the basis func-
tion units. If we set the weights of the units shown in blue to
one, and all the others to zero, the resulting function—the sum
of the Gaussian functions corresponding to the blue unit—Ilooks
like a circular ridge very similar to the one obtained by plotting
the nonlinear function, z = exp(—(x2 + y2 — 100)2/1000) (com-
pare Fig. 1c and d).

The same idea can be applied to sensorimotor transforma-
tions. However, unlike our example, sensorimotor transforma-
tions involve more than two input variables (see text). Similarly,
the output is also multidimensional. Yet these high-dimension-
al transformations can be computed in a way exactly analogous
to the low-dimensional computation illustrated here.

modulated neurons are found in the parietal lobe, where there are
neurons with all possible combinations of visual and eye position
selectivities'®. Gain modulations between sensory and posture sig-
nals are also observed in occipital™~15 and premotor cortices!®, sug-
gesting that basis function representations may be widely used.

In many early papers, gain modulation by posture signals was
reported to be linear, not sigmoidal. This is clearly incompatible

with the basis function hypothesis, as basis functions require non-
linear tuning curves. These experiments, however, were designed
to detect an effect, not to distinguish the precise form of the gain
field. A linear model of gain fields was simple and lent itself most
easily to statistical testing. However, recent experiments'? and new
analyses® reveal significant nonlinearities consistent with sigmoidal
modulation. This conclusion is based on data from the parietal cor-
tex, but given the similarities among gain fields throughout the cor-
tex, it is reasonable to think that it applies to most gain fields.

Another line of evidence in support of the basis function
approach comes from the study of hemineglect patients with right
parietal cortex lesions. These patients tend to ignore sensory stim-
uli located on their left!8, ‘Left, however, can be defined with respect
to multiple frames of reference; it could be the left side with respect
to the eyes (that is, the left visual field), head or body. For exam-
ple, consider a subject who turns his head to the left of a stimulus
that lies directly in front of him, but then moves his eyes far to the
right. The stimulus will now lie on the midline with respect to the
body, to the right with respect to the head, and to the left with
respect to the eyes. By assessing neglect using a variety of body pos-
tures and stimulus locations, one can attempt to determine the rel-
evant frame of reference for a given patient’s neglect. Interestingly,
such experiments show that neglect often affects multiple frames
of reference (for review, see ref. 19).

This observation fits well with one property of basis function
representations, namely, that they encode location in multiple
frames of reference simultaneously. For instance, a basis function
representation integrating a visual input with eye position signals
(Fig. 2c) represents the location of objects in eye- and head-cen-
tered frames of reference simultaneously®. Indeed, to recover the
position of an object in, say, head-centered coordinates, one must
compute a function of the eye-centered position of the object as
well as the current eye and head positions. As for any other function,
this can be done with a simple linear transformation of the activi-
ty of the basis function units. As a result, a simulated lesion of a
basis function representation can explain why hemineglect affects
several frames of reference across a variety of tasks?®,

The multiplicity of frames of reference is one of the most dis-
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Fig. 2. Basis function units. (a) The response function of a basis function unit computing a product of a Gaussian function of retinal location (eye-centered
position) multiplied by a sigmoidal function of eye position. (b) A mapping of the retinotopic receptive field derived from a unit with the properties in (a) for
three different eye positions. Bold lines in (a) correspond to the three curves shown here. The receptive field always peaks at the same retinal location, but
the gain (or amplitude) of the response varies with eye position. Gain modulations similar to this are found in many cortical areas, from V1 to the premotor
cortex. (c) A neural network model for nonlinear sensorimotor transformations using basis functions. The input layers encode the retinal location of an
object and the current eye position, whereas the output layer encodes the change in joint angles of the arm. Other inputs signals are needed to compute the
change in joint angles of the arm, such as head position, starting hand location and so on, but for simplicity we show only the visual and eye position inputs.
The tuning curve of the eye-centered and eye-position units are assumed to follow Gaussian and sigmoid functions, respectively. This nonlinear sensorimo-
tor transformation requires an intermediate layer. In the case illustrated here, the intermediate layer uses basis function units. Each unit computes the prod-
uct of the activity of one input unit from the eye-centered map and one input unit from the eye position map. This leads to the response of the basis function
units (a, b). The transformation from the basis function to the output units involves a simple linear transformation, namely, a weighted sum of the activity of
the basis functions units. This is the main advantage of this approach: once the basis functions are computed, nonlinear transformations become linear.
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Fig. 3. Learning sensorimotor transformations in neural net-
works. (a) Learning motor commands with spontaneous move-
ments. The motor layer generates a spontaneous pattern of
activity. This activity is fed into the arm, resulting in a new arm
position. The position of the arm is observed in the input sen-
sory layer. The sensory activity is passed through the weights to

a

> ) Error Error
compute a predicted motor command. The weights can then be
adjusted according to an error signal obtained by computing the
difference between the spontaneous and predicted motor com- Predicted Predicted
mand. By repeating this procedure many times, one can learn the . motor command g motor command g
appropriate sensorimotor mapping. Note that the same motor OOQQ‘J(‘“O Layer Layer
= 1

units are involved in all steps: generating and remembering the
spontaneous motor command, computing the predicted motor
command and computing the error signal. In most models, the
neuronal mechanisms underlying these various steps are not
specified; the motor units are simply assumed to be able to per-
form the required computations. (b) When the transformation is
nonlinear, as is the case for arm movements, an intermediate
layer of units is required. If basis functions are used in the inter-
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mediate layer, learning can be done in two stages. The weights to the basis function can be learned with an unsupervised, or self-organizing rule because the
basis functions only depend on the input, not on the motor command computed in the output layer. The weights to the output layer are equivalent to the

ones in the network in (a) and can be learned using the same error signal.

tinguishing properties of basis function representations. In more
traditional approaches to spatial representations, object position is
represented in maps using one particular frame of reference. Mul-
tiple frames of reference require multiple maps, and a neuron can
only contribute to one frame of reference, specific to its map. By
contrast, in a basis function map, each neuron contributes to mul-
tiple frames of reference. Thus, basis function neurons are ideally
placed to coordinate different behaviors, such as moving the eyes
and hand to the same object, even though these movements must be
programmed in distinct coordinates.

Learning sensorimotor transformations
A few sensorimotor transformations (such as the eyeblink reflex)
may already be wired at birth and require little training. In most
cases, however, the mapping from sensory to motor coordinates
must be learned and updated through life, as eyes, arms and other
body parts change in size and weight. As before, we focus exclusive-
ly on the issue of coordinate transformations. How do we learn and
maintain a mapping of sensory coordinates of objects into motor
coordinates? Piaget? proposed that babies learn by associating spon-
taneous motor commands with the sensory consequences of those
spontaneous actions. Consider how this would apply to a two-layer
network used to control arm movements. \We assume that the input
layer encodes the visual location of the hand, whereas the output
layer represents reaching motor commands in joint-centered coor-
dinates. (Motor commands actually require changes in joint angles,
but for simplicity we will consider absolute angles.) On each trial,
the network generates a spontaneous pattern of activity in the motor
layer. This pattern is fed to the arm, which moves accordingly, and
the network receives visual feedback of the resulting hand position.
At this point, the system can learn to associate the patterns in the
sensory and output layers. In particular, the Hebb rule can be used
to increase the weights between co-active sensory and motor units2..
A further refinement is to treat the position of the hand after
the spontaneous movement as a target to be reached. The idea is
to first compute the motor command that the network would have
generated if it had aimed for that location from the start. We call
this the ‘predicted’ motor command. (Note that this movement is
not actually executed.) We can then compare this predicted
command to the original spontaneous one. Because the sponta-
neous command is precisely the command that brings the hand to
the current location, we should adjust the network weights to make
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the predicted motor command closer to the spontaneous one. To
compute the predicted motor command, we use the visually deter-
mined hand location after the spontaneous movement as a net-
work input, and use the current weights to compute the activity of
the motor units. If the predicted and spontaneous commands are
the same, no learning is required. If they differ, then the difference
between the spontaneous and predicted motor commands can be
used as an error signal to adjust the weights (Fig. 3a). For instance,
one could use a learning rule known as the delta rule??, which takes
the form ow;; = a a; (a* — a;), where owj; is the change in the weight
between the presynaptic sensory unit i and postsynaptic motor unit
J, aisalearning rate, g; is the activity of the presynaptic unit, a;* is
the spontaneous postsynaptic motor activity, and a is the predict-
ed postsynaptic motor activity.

This strategy works well if the sensorimotor transformation is
linear—if it can be implemented in a two-layer network (Box 1)—
such as learning to make an eye movement to a visual target. Indeed,
the retinal location of a target and the saccade vector required to
acquire that target are identical. The transformation from a senso-
ry map (for example, V1) to a motor map (superior colliculus) is
therefore an identity mapping, which is a linear transformation?.,

Unfortunately, however, most sensorimotor transformations
are nonlinear, and the networks that compute them require at least
one intermediate layer. We showed above that a good choice for
the intermediate representation is to use basis functions. This turns
out to be a good choice for learning as well. Indeed, with basis func-
tions, we can decompose learning into two independent stages:
first, learning the basis functions and, second, learning the trans-
formation from basis functions to motor commands (Fig. 3b).

The basis functions can be learned via a purely unsupervised
learning rule. In other words, they can be learned without regard
to the motor commands being computed—before the baby even
starts to move his arm. Indeed, because by definition any basis func-
tion set can be used to construct any motor command (Eg. 1), the
choice of a basis set is independent of the motor commands to be
learned. The choice is constrained instead by general considera-
tions about the computational properties of the basis functions,
such as their robustness to noise or their efficiency during learn-
ing3, as well as considerations about biological plausibility.
Gaussian and sigmoid functions are often a good choice in both
respects. It is also crucial that the basis functions tile the entire range
of input values encountered, that is, they must form a map in the
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Fig. 4. One-to-many sensorimotor transformations. (a) To reach for
the location indicated by the star, a two-joint arm working in a two-
dimensional plane can adopt exactly two configurations (top). The
transformation in this case is from one sensory input into one of two
motor commands. In the case illustrated here, the two arm configu-
rations are mirror images of each other, that is, the joint angles have
the same amplitude but reversed signs. As a result, the average of
angle 8, and 6, over the two configurations is zero. The average con-
figuration (bottom) would therefore overshoot the target (red
arrow). Because averaging is precisely what the network in Fig. 3b
does during training, this transformation cannot be learned properly
with this kind of networks. (b) One solution is to use two networks,
one for the sensorimotor transformation (the inverse model) and
one for predicting the sensory consequences of the motor command
(the forward model). Each of these networks typically involves three
or more layers such as the one shown in Fig. 3b. Learning in this sys-
tem is achieved by learning the forward model (for example, through
the generation of spontaneous motor commands) and then using the
forward model to train the inverse model.

input space considered, like the one shown in Fig. 2c. This can be
done by using variations of the Hebb and delta learning rules with
an additional term to enforce global competition, to ensure that
each neuron learns distinct basis functions?-25,

The second problem—Iearning the transformation from basis
functions to motor commands—is easy because motor commands
are linear combinations of basis functions (Fig. 2c). e only need to
learn the linear weights in Eq. 1, which can be done as outlined
above with a simple delta rule”8 (Fig. 3b). However, even a three-
layer network trained with a combination of delta rules and unsu-
pervised learning does not always suffice. If a nonlinear
sensorimotor transformation is a one-to-many mapping, then a
network trained with delta rules will converge on the average of all
possible solutions, which is not necessarily itself a solution. Con-
sider a planar two-joint arm whose segments are of equal length
(Fig. 4a). There are exactly two configurations that will reach a tar-
get lying less than two segment lengths from the origin. A network
trained using the delta rule would converge on the average of these
two configurations, which unfortunately would overshoot the tar-
get. A similar problem would arise in the primate arm.

Jordan and Rumelhart?® proposed a solution to this problem.
They use two networks: one to compute the required movement,
and one to map that movement into a prediction of the resulting
visual location of the hand (Fig. 4b). In engineering terms, these
two networks constitute an inverse and a forward model, respec-
tively. The forward model can be thought of as an internal model of
the arm; it attempts to predict the perceptual consequence of one’s
action (see Wolpert and Ghahramani, this issue, for experimental
evidence supporting forward models in the brain). One role of the
forward model is to ensure that the system does not average across
commands leading to the same sensory outcome?®.

Each model requires three or more layers, as both the forward
and inverse models are typically nonlinear. In principle, one can
use basis function networks and the learning strategy described
above. Jordan and Rumelhart instead used the backpropagation
algorithm?’, which allows efficient propagation of the error signal
through the network layers but is not believed to be biologically
plausible.

Thanks to computational modeling, we now have a better idea
of how Piaget’s proposal for motor learning could be implemented
in biologically plausible neural networks using simple learning rules.
The basis function hypothesis, in particular, is well suited to the
learning of complex nonlinear sensorimotor transformations.
Recent work on the parietal cortex has suggested how these models
can be tested?:29,
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Short-term memory and updating motor plans

As shown above, representations using basis functions are useful
for computing and learning sensorimotor transformations because
they provide a basis set. It turns out that these representations are
also efficient for short-term or working memory, the ability to
remember a location for a few hundred milliseconds to a few sec-
onds. Short-term memory is closely related to the problem of
updating motor plans.

Consider a retinotopic map, that is, a population of neurons
with Gaussian tuning curves for the eye-centered location of an
object. In such a map, the appearance of an object triggers a ‘hill’
of activity centered at the location of the stimulus (Fig. 5a). This
hill can serve as a memory of the object if it can be maintained over
time after the object disappears®. Much data supports the notion
that this is indeed how short-term memory is manifested in the
cortex39-34, (Note that the retinotopic map need not be arranged
topographically on the cortical surface. For example, area LIP seems
to contain such a map, inasmuch as the response fields of the neu-
rons completely tile visual sensory space, even though neurons cod-
ing adjacent locations do not necessarily lie next to one another.)

To maintain a hill of activity in a network of units with Gauss-
ian tuning curves, one needs to add lateral connections with spe-
cific weights. Because Gaussian tuning curves are basis function, it
is particularly easy to find the appropriate values analytically or to
learn them with biologically plausible learning procedures such as
the delta rule®®. A typical solution is to use weights that generate
local excitation and long-range inhibition. Such connections seem
to exist in the cortex and are extensively used in computational
modeling of cortical circuits (for example, ref. 36). The resulting
networks are simply basis function maps to which lateral connec-
tions have been added. Computation of motor commands and
maintenance of spatial short-term memory can therefore be done
by the same basis function neurons. This could explain why many
neurons showing gain modulation in the parietal cortex also show
memory activity (L.H.S., unpublished data). The addition of lat-
eral connections does not alter in any way the computational prop-
erties of the basis function map; indeed, lateral connections can
contribute to computation of the basis functions themselves®’ or
serve as optimal nonlinear noise filters3s,

One requirement for a memory system in retinotopic
coordinates is that activity be updated to take into account each
eye or head movement. Consider a memory saccade task in which
the target appears 15° to the right of the fixation point and is then
extinguished. If the eyes are then moved 10° to the right before
acquiring the target, the internal representation of the target loca-
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tion must be updated because the target itself is no longer visible. In
this particular case, the invisible target would now lie 5° to the right
of the fixation point. More generally, if R is the object’s retinal loca-
tion and the eyes move by AE, the new retinal location is R — AE.
Neurophysiological evidence indicates that such updating does
occur in the brain, not only for eye-centered memory maps in
response to eye movements323%40 put also for head-centered maps
in response to head movements*.

This updating mechanism is closely related to the problem of
updating motor plans. Indeed, the eye movement required to
foveate an object is simply equal to the retinal location of the object,
from which it follows that remembering a retinal location is math-
ematically equivalent to remembering an eye movement. There-
fore, the updating mechanism we have just considered can also be
interpreted as updating a motor plan for an eye movement. Inter-
estingly, updated memory activity is often observed in neurons that
also show presaccadic activity*042,

If hills of activity are used for short-term memory, updating in
this example would require moving the hill from the position cor-
responding to 15° right to the position corresponding to 5° right
(Fig. 5b). As long as an eye-velocity or eye-displacement signal is
available to the network, this updating mechanism is very easy to
implement with the networks above. For instance, the lateral con-
nections can be modified such that the network moves the hills
with a velocity proportional to the negative of the eye velocity3®.
Other ideas have been explored as well, but available experimental
data do not constrain which of these variations are used in the
brain*3-45, In particular, different schemes may be used in areas
with and without topographic maps.

DiscussioN
Our understanding of the neural basis of sensorimotor transfor-
mations has made outstanding progress over the last 20 years, in
part because of new experimental data but also thanks to the devel-
opment of the theoretical ideas we have reviewed in this paper.
This is a prime example in which theoretical and experimental
approaches have been successfully integrated in neuroscience.
Perhaps the most remarkable observation that has come out
of this research is that seemingly distinct problems, such as com-
puting, learning and remembering sensorimotor transforma-
tions can be handled by the same neural architecture. As we have
seen, networks of units with bell-shaped or sigmoidal tuning
curves for sensory and posture signals are perfectly suited to all
three tasks. The key property is that units with bell-shaped tun-
ing curves provide basis functions, which, when combined lin-
early, make it easy to compute and learn nonlinear mappings.
The simple addition of appropriate lateral connections then adds
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Fig. 5. Short-term memory networks for sensori-
motor transformations. (a) A hill of activity (top) in a
network organized in a two-dimensional retinotopic
map (bottom). If the hill is a stable state for the net-
work ( that is, if it maintains itself over time), then
the position of the peak of the hill can be used as a
memory for retinal location. In the case illustrated
here, the network is storing the value (15°, 0°), as
indicated by the arrows. (b) To remain spatially accu-
rate, a memory of the retinal location of an object
must be updated after each eye movement. This
updating can take place in such memory networks
by displacing the hill by an amount equal to minus
the eye displacement (-AE). The response to a +10°
horizontal eye movement is shown.

information storage (memory) plus the ability to update stored
information after each change in posture.

Clearly, basis function networks are only the beginning of the
story. Unresolved issues abound, starting with the problem that
basis function representations are subject to combinatorial
explosion, that is, the number of neurons required increases
exponentially with the number of signals being integrated.
Hence a basis function map using 10 neurons per signal and inte-
grating 12 signals would require 1012 neurons, more than total
number of neurons available in the cortex. One solution is to use
multiple modules of basis functions. For instance, one could use
two maps, connected in a hierarchical fashion, in which the first
map integrates 6 signals and the second map the remaining 6 sig-
nals, for a total of 2 x 108, which is close to, if not less than, the
total number of neurons available in a single cortical area.

Itis clear that the brain indeed uses multiple cortical modules
for sensorimotor transformations, and it will be interesting to iden-
tify the computational principles underlying this modular archi-
tecture*®47, Another problem will be to understand how these
circuits handle neuronal noise. Neurons are known to be noisy.
This implies that we must not only worry about how they com-
pute but also how they do so efficiently or reliably in the presence
of noise®, These questions promise to provide interesting issues
for computational neuroscience to address for years to come.
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Viewpoint « Models identify hidden assumptions

It is not only theorists who make models. All biologists work with explicit or implicit ‘word models’ that describe their vision of how a system
works. One of the most important functions of theoretical and computational neuroscience is to translate these word models into more
rigorous statements that can be checked for consistency, robustness and generalization through calculations and/or numerical simulations.

The process of turning a word model into a formal mathematical model invariably forces the experimentalist to confront his or her hidden
assumptions. | have often found that | have ‘skipped steps’ in my thinking that were only revealed when we sat down to construct a formal
model. It is easy to tell ‘just so stories’ about cells, circuits and behavior, and discussion sections of journal articles are filled with them, but the
exercise of trying to instantiate the assertions in those stories makes the missing links in all of our data and understanding pop into view.

Models offer a solution to one of the hardest problems in experimental biology: how far to generalize from the data one has collected.
Neuroscientists work on an array of cells and circuits in lobsters, flies, fish, birds, rats, mice, monkeys and humans. Many of the ‘mistakes’ in
neuroscience come from inappropriate generalizations from observations made in one system, or under a given set of conditions.
Experimental work | did with Scott Hooper showed that when an oscillatory neuron was electrically coupled to a non-oscillatory cell, the two-
cell network had a lower frequency than the isolated oscillator. We initially assumed that this was a general statement, but later learned from
theoretical work that, depending on the properties of the oscillator, either an increase or decrease in frequency could be obtained. We had
correctly understood our data, but we were unaware that the other case was possible because it did not occur in the particular system we were
studying. This is at the core of the usefulness of theory for an experimentalist: it helps us know when we have found only a piece of the answer,
and when we have understood the full set of possible outcomes from a given set of conditions.

Finally, theory is legitimized dreaming. We all became neuroscientists out of a deep desire to explore the mysteries of how the brain works.
Most of us who do experimental work spend our days preoccupied with the myriad and mundane details that are so crucial to doing
experiments and analyzing data. | came of age as a scientist believing that my career would be over if | were ever wrong. For me, participating
in the development of highly speculative models was akin to learning to drive as a teenager. In both cases, | remember the thrill of the freedom
of the open road (and some of the trepidation of getting lost or getting a flat tire). Speculative models suggest possibilities beyond those found
in one’s laboratory, and can produce just that altered outlook that can send one on a new and exciting path.
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