 
List of all necessary MATLAB commands for the tutorial:
Basic
load filename: loads all the variables from the file with the name filename

x=a:b:c produces a vector which starts with a and goes to c with increments of b. For example x=1:0.2:2 produces the vector [1 1.2 1.4 1.6 1.8 2.0]
[a b]: Produces a new vector or matrix by pasting together two others
/, *: Division and Multiplication

./,.*: Pointwise division or multiplication. E.g. [1 2 3].*[1 2 3]=[1 4 9]

%: Anything following the % are just comments
Plotting
figure: opens a new figure

plot(x,y): Plots vector y as a function of vector x
hold on: Makes it so that the figure is not redrawn when new data is plotted

hold off: Makes it so that the figure is again redrawn
hist(data,pos): Plots the histogram of data at the positions centered on pos
xlabel, ylabel: Adding labels
Analysis

h=hist(data,pos): Stores this histogram into variable h

mean(data): mean of a vector or matrix
std(data): standard deviation of vector or matrix

sum(data): sum

Functions
exp(data): exponential function

sqrt(data): square root

© Konrad Kording, March 1st 2009
Throughout the tutorial matlab code is written in courier:

>> ls

For example displays whats in the current directory
The problem of decoding
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Given spikes, how can we estimate the underlying behavior. In this case, the behavior is a movement to the left or the right and the measured signal is the number of spikes.
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The cells we want to decode from have directional tuning. Therefore, their firing rates are different for movements to the right than for movements to the left.
Starting out
Start Matlab
Go to the working directory 

Part 1.1 : Probability
Load the dataset:

load datasetStart
This dataset contains the activity of 1 simulated neuron during 50000 left movements neuronLeft and during 50000 right movements neuronRight.

So neuronLeft might be [72 94 103 83 …] which would mean that the firing rate during the first movement was 72, during the second 94 etc.
Lets analyze the data in this set. We will calculate histograms of both. Now type:

plotHistograms
This function plots the histograms of firing rates for both left and for rightward movements. On the screen you will see something like this:
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Let us briefly look into that function so that people know what it is doing.
Questions: 

Definition of probability (for large number of samples)

[image: image4.wmf]


Now we change the histograms to get probabilities simply by dividing the histogram by the numbers of trials. Simply stated, probability must add up to one. At any point in time the neuron must have one and only one firing rate. Type

plotProbability
What we see on the screen is now:
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Questions: What is the difference between the responses of this neuron to left versus right motion? Would these be realistic parameters in the nervous system? How do you convert a histogram into probability? How do they relate to probability? How can you know if something can be a probability distribution? What is the probability that the firing rate for a leftward movement is greater than 80sp/s? What is the probability that the firing rate for a rightward movement is greater than 80sp/s. If you had 100 spikes per second, how likely would it be that the movement is to the right?
From histogram based probability to functional form based probability:

Histograms are very noisy. In fact to make the graphs up to now look good we used 50.000 simulated trials. Try to get an electrophysiologists to record that many (. So, how can we get good estimates of probabilities if we have much fewer data? As long as the distribution follows roughly a Gaussian distribution we can describe the distribution by the means and the variances. We can then use the equations for Gaussians to do meaningful analysis with many fewer trials:
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To characterize such a Gaussian we need its mean 
[image: image7.wmf]

 and its standard deviation 
[image: image8.wmf]

 with those two we could calculate all possible values of the variable we are interested in (here spikes) which is called 
[image: image9.wmf]

, #spikes in our example. This term is also called 
[image: image10.wmf]

.
So let us do this here:

calculateStatistics

This function calculates the means and standard deviations for movement to the left and the right: muLeft,muRight,stdLeft,stdRight;
Now we can use the equation for Gaussians to calculate the same probability graphs and plot them over the ones we got from the histograms:
plotProbabilitiesFromGauss
What is the advantage of using the Gaussian distribution here? A) It often works very well in practice. B) We now have 2 parameters instead of one parameter for each bar! If we have little data, say typical 100 trials than 2 parameters can be estimated very easily and 100 parameters are very hard to estimate.
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Questions: What is the rationale for using Gaussian distributions? What are the properties of Gaussians? Under which circumstances would using a histogram be better than using a Gaussian distribution? Under which circumstances would histograms be useless? What was the favorite color of Gauss?

Part 1.2: Decoding: calculating the probability of left movement given a measured spike rate
We want to calculate how likely the monkey wants to go left given the observed spikes and use Bayes rule
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Here:
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: is the probability that the movement will be left given the number of measured spikes


[image: image14.wmf]

: is the probability of getting the measured number of spikes given the assumption of left movement. This term is what we modeled using the Gaussian above and which we know.
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 is the prior probability of going left. Here we assume that left and right are equally probable and assume that this is .5
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 finally is just a constant that makes sure that the probability of going left 
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 and the probability of going right 
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 sum up to one.

So lets type

DecodeOneNeuron
Which calculates the probability of left given the firing rate.
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Questions: Look at the curve, describe its shape. What are its properties? Does it make sense?  How would the curve look like if the neurons both had sharper tuning properties? What if they had more narrow tuning curves. You can change muL, muR, stdL and stdR and then re-run DecodeOneNeuron to analyze the effect of these parameters. Which factors make for good decoding?
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In our simulation the neuron is quite indicative of the direction. For many real neurons the situation is not as informative.
Part 1.3 Combining information from 2 neurons

Run 

combineTwoNeurons 
What you will see on screen is the following
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What do you think is contained in this dataset? It actually is simply 100 movements to the left and 100 movements to the right. For better decoding we want to combine the information from Neuron 1 with the information from neuron 2.
How can we do that? Bayes rule also holds the key to that and we can calculate:
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However 
[image: image23.wmf]

 could be complicated, for example if the two firing rates of the neurons are not independent from one another. There are techniques for dealing with this issue (e.g. in the framework of GLMs, logistic regression, etc) however here we will assume that neurons are independent from one another
. In this case we can rewrite the above to be:
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We will assume that 
[image: image25.wmf]

. Now we can calculate:


[image: image26.wmf]


Exercise: Edit the combineTwoNeurons file to combine information from both neurons. Remark: In that file the main parts are already computed
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 is called pL1

[image: image28.wmf]

 is called pL2
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 is called pR1 
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 is called pR2

After combining the information from the two neurons answer the following questions.
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 is called pL1, 
[image: image32.wmf]

 is called pL2
Question: In the graph plotted, what would it mean to classify better? How much better is the combination of data from both neurons?
Results:
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Remarks: during the lecture these three were plotted in the same graph using blue for the lower graph, red for the top and green for the middle graph.

p.s.: Solution: 
pBoth=pL1.*pL2./(pL1.*pL2+pR1.*pR2);
Part 1.4: Decode real neurons and microchip data
Run:

realNeuronDecoding
Questions: Look at the code of realNeuronDecoding. Do you understand what is done? How is information combined across neurons? Write down the equation for the combination as is implemented in the function.

Run:

realMicroArray

Questions: Look at the code of realMicroArray. How does this code avoid overfitting?
This is the end of the part covered by the NUIN fundamentals tutorial.
Here are some further exercises that cover perception and that will not be relevant for the examination. Just look at the contents of ModelingPsychophysics
� Incidentally, it has been shown that for many datasets where data sources are not independent that this so-called naïve Bayes approach outperforms many well known classification algorithms.
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